A SEARCH FOR SQUARK AND GLUINO PRODUCTION AT THE CERN pp COLLIDER
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A search has been made with the upgraded UA2 experiment at the CERN pp Collider at $\sqrt{s} = 630$ GeV for multi-jet events with large transverse momentum imbalance in a data sample corresponding to an integrated luminosity of 7.4 pb$^{-1}$. Under the assumption that the photino is the lightest stable supersymmetric (SUSY) particle, the data have been used to deduce lower limits in a minimal SUSY model for the squark ($m_q$) and the gluino ($m_{\tilde{g}}$) masses. The 90% CL bounds are $m_q > 74$ GeV independent of $m_{\tilde{g}}$, $m_{\tilde{g}} > 79$ GeV independent of $m_q$, and $m > 106$ GeV for $m_{\tilde{g}} = m_q = m$. 
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1. Introduction

Hadron colliders provide the possibility to search for hypothetical new particles beyond the standard model over a large mass range. In particular, abundant QCD production of squarks ($\tilde{q}$) and gluinos ($\tilde{g}$) is predicted in supersymmetric (SUSY) models [1], the dominant sources of SUSY particles being $\tilde{q}\tilde{q}$, $\tilde{g}\tilde{g}$ and $\tilde{g}\tilde{g}$ pair production. In most models the photino ($\tilde{\gamma}$) is expected to be the lightest SUSY particle (LSP), and hence stable if R-parity conservation is assumed. In these models one expects that the $\tilde{g}$ decays mainly into $q\bar{q}\tilde{\gamma}$ and the $\tilde{q}$ dominantly into $q\tilde{g}$ (if $m_{\tilde{q}} > m_{\tilde{g}}$) or into $q\tilde{q}$ (if $m_{\tilde{q}} < m_{\tilde{g}}$), at least for the mass range accessible at the CERN pp Collider [2]. In this case, the hadronic production of $\tilde{q}$ and $\tilde{g}$ results in final states containing two to six jets and missing transverse momentum ($\slashed{E}_T$) due to the undetected photinos.

A search has been made with the upgraded UA2 experiment at the improved CERN pp Collider at $\sqrt{s}=630$ GeV [3] for multi-jet events with large $\slashed{E}_T$. A large data sample has been collected in the 1988 and 1989 running periods corresponding to an integrated luminosity of $7.4\text{ pb}^{-1}$, which is much larger than that used in previous $\tilde{q}$ and $\tilde{g}$ searches at the CERN pp Collider [4–6] and at the FNAL Tevatron Collider [7] at $\sqrt{s}=1.8$ TeV. No event passes simple kinematical cuts for which a significant number of SUSY particles with masses above the present lower limits [5–7] would remain observable with the present data sample.

This Letter is organized as follows. In section 2 the main aspects of the upgraded UA2 detector which are relevant for this analysis are described. An account of the data reduction and of the selection criteria is contained in section 3. The SUSY model used to extract mass limits is described in section 4, followed by a discussion of the systematic uncertainties and the resulting $\tilde{q}$ and $\tilde{g}$ mass limits in section 5.

SUSY particles without strong interaction can be searched for at the CERN pp Collider in the decays of intermediate vector bosons (IVB). Such a search through Z decays from data collected by UA2 during the same running periods is presented in ref. [8].

2. Experimental aspects

2.1. The upgraded UA2 detector

In order to exploit the improved CERN pp Collider, the UA2 experiment has been considerably upgraded and rebuilt [9], with two main aims: full calorimeter coverage for good $\slashed{E}_T$ measurements and enhanced electron identification, particularly at low transverse momenta ($p_T$). The first aspect is crucial for $\tilde{q}$ and $\tilde{g}$ searches. Emphasis is therefore given in the following to a description of the new calorimetry of UA2 [9,10]. An improved electron signature has been achieved with a novel detector assembly combining in cylindrical layers tracking and electron identification detectors [9]. In addition to the $\slashed{E}_T$ measurement this second aspect is also basic to the UA2 search for electroweakly interacting SUSY particles, and is therefore described in more detail in ref. [8].

The increased collider luminosity also required a new sophisticated multi-level trigger and data acquisition system [11].

The calorimetry of the upgraded UA2 detector is shown in fig. 1. The pseudorapidity ($\eta$) coverage of the central calorimeter [12] of $-1<\eta<1$ has been extended with new electromagnetic (EM) and hadronic end cap calorimeters to $-3<\eta<3$. The end cap calorimeters use the same technique as the central calorimeter (Pb and Fe absorber plates with scintillator and wavelength-shifter read-out), with similar
Fig. 1. A view of the upgraded UA2 detector in a plane containing the beam line.

cell granularity and sampling fractions. The two cells closest to the beam axis (2.5 < |η| < 3.0 and 2.2 < |η| < 2.5) cover 30° in azimuth (φ). The other end cap cells have a constant segmentation of Δφ = 15°, Δη = 0.2. All the cells in 1.0 < |η| < 2.5 have one EM and one hadronic compartment, the cell closest to the beam has only a hadronic compartment. Special emphasis has been given to good hermeticity (minimal dead space) of the calorimetry in order to achieve excellent p_T measurements. To this purpose, additional hadronic calorimeter cells cover the interval 0.9 < |η| < 1.0, overlapping with the edge cells of the central calorimeter (see fig. 1), to measure particles escaping from the interface between the end caps and the central calorimeter. Also, in order to avoid an alignment of the dead space occupied by the wavelength-shifter read-out plates with the event vertex, each individual end cap module (Δφ = 30°) is tilted by an angle of 50 mrad with respect to a plane perpendicular to the beam axis. The energy resolution σ_E for electromagnetic showers is typically 0.17 E^{1/2} and for hadronic showers 0.68 E^{1/2} for E below 25 GeV and 0.30 E^{3/4} above (E in GeV). The p_T resolution will be discussed in the next section. Further details on the construction and the performance of the calorimeters can be found in ref. [10].

Two planes of large area scintillation counters (VETO counters) cover the back sides of the end cap calorimeters. Their purpose is to signal beam–halo background particles accompanying the p and ¯p bunches. Particles which give an early signal with respect to the beam crossing time can easily be rejected in the analysis.

Also indicated in fig. 1 are the locations of the time-of-flight (TOF) hodoscopes which cover an η-interval of 2.3 < |η| < 4.1. The TOF arrays, consisting of 20 counters on each side, give a coincidence signal from both sides of the interaction region for about 98% of hard inelastic pp interactions. For a single counter the particle time-of-flight from the interaction vertex to the TOF array is measured with an accuracy of about 0.3 ns (RMS). This results in a vertex determination along the beam axis with a RMS precision of 2.5 cm. The good TOF resolution is exploited in the present analysis to suppress backgrounds from beam–halo or beam–beam interactions not coming from the interaction region.

2.2. Missing p_T resolution

In a pp interaction the missing transverse momentum of an event is defined as

$$\vec{p}_T = - \sum_i P^n_i \hat{n}_j,$$

(1)

where $P^n_i$ are the transverse momentum vectors of the emitted particles. In an ideal detector, if all particles are detected, $\vec{p}_T = 0$. If, however, one or more non-interacting particles are emitted, $\vec{p}_T$ represents the vector sum of their transverse momenta. Experimentally relation (1) is approximated by

$$\vec{p}_T = - \sum_j E^n_j \hat{n}_j,$$

(2)

where $\hat{n}_j$ is a unit vector in the transverse plane pointing from the event vertex to the centre of cell $j$ with transverse energy $E^n_j$. The sum extends over all calorimeter cells.

It is observed experimentally that for unbiased event samples of a given total transverse energy $E_T$, defined as the scalar sum of all cell $E^n_j$, any two orthogonal components $(x, y)$ of $\vec{p}_T$ have gaussian distributions, centred at zero and with standard deviations $\sigma_x = \sigma_y = \sigma(E_T)$. Therefore the distribution of $\vec{p}_T$ can be described by

$$\frac{dn}{d(\vec{p}_T)^2} \sim (1/d^2) \exp[-(\vec{p}_T/d)^2],$$

(3)

with $d = \sqrt{2} \sigma$. Fig. 2 shows two $dn/d(\vec{p}_T)^2$ distribu-
2.3 Data taking

The data used for this analysis were collected with a dedicated $p_T$ trigger. The first level $p_T$ trigger, based on a purpose-built fast electronics module [13], applied a threshold of 15 GeV to the $p_T$ calculated from the calorimeter information for $|\eta|<2$. At the first level, a coincidence was required with a beam-beam interaction signal from the TOF counters in order to suppress backgrounds from beam-halo interactions. The efficiency of this requirement was measured to be $99.1 \pm 0.1\%$ for unambiguous two-jet events. The second and third level triggers improved the event selection by using the full calorimeter coverage and refined calibration constants. The final selection was fully efficient for events with $p_T>20$ GeV. Typical trigger rates were 8 Hz at the first level and 0.2 Hz accepted at the third level for a $p\bar{p}$ Collider luminosity of $2 \times 10^{30}$ cm$^{-2}$s$^{-1}$.

Data were accumulated in the 1988 and 1989 $p\bar{p}$ Collider runs at $\sqrt{s}=630$ GeV corresponding to an integrated luminosity of $7.4 \pm 0.5$ pb$^{-1}$.

3. Data reduction

Jets are defined as energy clusters of adjacent calorimeter cells with energy larger than 400 MeV, the jet direction pointing from the event vertex to the energy weighted centre of the cluster. The jets are ordered according to decreasing transverse energy as $E_1^\perp > E_2^\perp > E_3^\perp ...$. A series of selection criteria is used to identify a possible signal of true multi-jet events with large $p_T$. Four types of backgrounds must be rejected:

(i) Beam–halo interactions in coincidence with an accepted TOF beam–beam trigger.

(ii) Multi-jet events from $p\bar{p}$ interactions not occurring within the nominal vertex region due to beam particles in RF buckets adjacent to those of the colliding bunches. In this case a fake $p_T$ can be created at the trigger level by evaluating the $E_T^\perp$ with respect to the centre of the detector.

(iii) Genuine multi-jet events with mis-measured transverse energies, particularly for jets near the boundaries between the central and the end cap calorimeters.

\[ \Delta = \alpha (E_T)^\beta \text{ with } \alpha = 0.8 \text{ and } \beta = 0.4. \]
Multi-jet events from conventional processes with neutrino or muon emission.

The beam-halo background (i) can be removed completely with the following selection criteria. The events are required to have a total energy of less than 630 GeV and the leading jet ($E_1$) has to have at least 5% of its energy deposited in the EM part of the calorimeter. In addition, no early VETO counter signals are allowed to be present in the event. The loss of real events due to these selections has been measured to be negligible (< 1%) from a sample of unambiguous two-jet events.

The TOF measurements are used to retain only events produced by pp reactions within the nominal collision region and to eliminate background (ii). The contamination from such events in the $p_T$ data sample varies between 20% and 50% depending on the machine conditions. Events are rejected if they do not have a recognized TOF vertex, or if at least 5 out of the 20 TOF counters on either side have timing signals incompatible with the nominal beam crossing time. The efficiency of the TOF criteria has been measured with a large sample of two-jet events to be (97.5 ± 0.5)%.

Kinematical criteria are applied at this stage to reduce backgrounds from source (iii) and to optimize a possible SUSY signal over the QCD multi-jet background. At least two jets are required to be present in the event with $E_1 > 25$ GeV and $E_2 > 15$ GeV within the central region $|\eta| < 0.85$. Exclusive QCD two-jet events, defined as having $E_1 > 10$ GeV, are rejected if they occur in their dominant configuration, namely with back-to-back jets in the transverse plane. Only those events are accepted for which the two-jet azimuthal separation satisfies $\Delta \phi(E_1, E_2) < 160^\circ$.

About 2100 events with $p_T > 20$ GeV survive all the selection criteria listed so far. Their $p_T^2$ distribution, shown in fig. 3, can be characterized by an exponential decrease for $20 < p_T < 40$ GeV and by a tail extending to very large $p_T$ values. This tail is expected to include the region of the jacobian peak due to the neutrino from W decays of background (iv).

The QCD multi-jet background with $p_T$ from mis-measured jets can be further reduced by isolation requirements on the $p_T$ vector with respect to the jet directions in the transverse plane. The following two conditions are applied to retain events: the $p_T$ is not back-to-back to the leading jet [$\Delta \phi(E_1, p_T) < 140^\circ$] and it is not aligned in azimuth with any jet $E_3$, $E_4$, $> 10$ GeV [$\Delta \phi(E_3, p_T) > 20^\circ$, $k = 3, 4 ...$].

Finally there remains the physics background (iv) from IVB production in association with jets, followed by IVB decays with neutrino emission giving rise to real $p_T$. Part of this background involves an electron in the final state. Therefore events containing identified electrons have been removed. The electrons have been defined by purely calorimetric criteria based on the lateral and longitudinal shower size. These criteria remove isolated electrons with an efficiency close to 100%, as estimated from fully identified W→ev decays, whereas only (2.1 ± 0.3)% of two-jet events are lost.

The $p_T^2$ distribution after the full data reduction is shown as the shaded histogram in fig. 3. The tail of very large $p_T$ events has been identified by the last two groups of criteria as mis-measured QCD jet or standard model IVB events and removed completely from the initial sample. The remaining events are compatible with the QCD jet background expected from $p_T$ resolution fluctuations as indicated by their exponential decrease as a function of $p_T^2$. This con-
clusion is also supported by an explicit preliminary evaluation of the standard model processes for 1VB + 1 or 2 jet production (< 6 events), a topic outside the scope of the present Letter. No event survives the final selection \( p_T > 40 \) GeV. Taking into account the efficiencies of the electron rejection and TOF based criteria, as well as the error on the integrated luminosity, this corresponds to an upper limit on the observed cross section of 0.35 pb (90% CL) for the selected kinematical and topological configurations.

4. Monte Carlo simulation

4.1. The SUSY model

Large samples of \( \bar{q}q, \bar{q}g \), and \( g\bar{g} \) events have been generated for various \( m_{\tilde{g}} \) and \( m_{\tilde{q}} \) values in order to evaluate the detector sensitivity to a possible SUSY signal. Events were generated by Monte Carlo simulations according to the cross section calculation of ref. [1] and using the EHLQ I structure function parametrizations [14] to describe the initial parton fluxes. The convention of ref. [14] has been adopted for the running strong coupling constant \( \alpha_s \) with \( \Lambda = 200 \) MeV. This generation does not include contributions from unknown higher order terms in \( \alpha_s \). The cross section values are typically 30% lower than those generated according to ref. [15]. The initial SUSY particle pairs have been simulated with a transverse momentum distribution as given in ref. [16].

Five mass degenerate \( \tilde{q} \) flavours were assumed, as well as equal masses for the two \( \tilde{q} \) states associated with each left- and right-handed \( q \). Gluinos were fragmented using the prescription of ref. [17]. Branching ratios of 100% for \( \tilde{g} \rightarrow q\bar{q} \gamma \) and \( \tilde{q} \rightarrow \bar{q}\gamma \) (if \( m_{\tilde{q}} > m_{\tilde{g}} \)) or \( \tilde{q} \rightarrow q\gamma \) (if \( m_{\tilde{g}} < m_{\tilde{q}} \)) with isotropic decays were used in the simulation. The \( \chi \) was assumed to be the LSP and nearly massless. The results of the simulations depend on the SUSY model assumptions as discussed in section 5.

The final state \( q \) and \( g \) were hadronized following the scheme of ref. [18], optimized to describe jet fragmentation for ordinary QCD two-jet events. The last step in the simulation consisted of a detailed simulation of the calorimeter response to all final state particles based on extensive test beam studies [10].

The Monte Carlo simulations have been performed for 32 different points in the \((m_{\tilde{q}}, m_{\tilde{g}})\) plane. The results are given in table 1 for three representative choices of \( m_{\tilde{q}} \) and \( m_{\tilde{g}} \) which characterize the cases of about equal masses \((m_{\tilde{q}} = 99 \) GeV, \( m_{\tilde{g}} = 100 \) GeV\), of a heavy \( \tilde{q}(m_{\tilde{q}} = 200 \) GeV, \( m_{\tilde{g}} = 80 \) GeV\), and of a heavy \( \tilde{g}(m_{\tilde{q}} = 70 \) GeV, \( m_{\tilde{g}} = 105 \) GeV\). The very large \( m_{\tilde{g}} \) considered in the latter choice is necessary because the \( \tilde{q}\tilde{q} \) production cross section [1] depends on \( m_{\tilde{g}} \) even for \( m_{\tilde{g}} \gg m_{\tilde{q}} \). Listed in table 1 are the generated cross sections and the accepted fraction \( \epsilon \) of the simulated events after applying all kinematical and topological selections of the same analysis as described in the previous section. The acceptance \( \epsilon \) is low (\(<0.1\%) for light \( \tilde{q} \) and \( \tilde{g} \) masses (\(<50 \) GeV\), reaching values of typically 5% for the largest masses accessible in the present search. In the following, the model dependence on both the QCD parameters and the instrumental simulation will be discussed.

| \( m_{\tilde{q}} \) (GeV) | \( m_{\tilde{g}} \) (GeV) | Cross sections | \( \epsilon \)% | Systematic errors (%) | Combined systematic error for 90% CL (%)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Produced</td>
<td>Observed</td>
<td></td>
<td></td>
<td>( \alpha_s ) + structure functions</td>
<td>( Q^2 ) scale</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>low, high</td>
<td>low, high</td>
</tr>
<tr>
<td>99</td>
<td>100</td>
<td>9.4</td>
<td>0.60 ± 0.02</td>
<td>6.3 ± 0.2</td>
<td>-11</td>
</tr>
<tr>
<td>200</td>
<td>80</td>
<td>14.4</td>
<td>0.45 ± 0.02</td>
<td>3.1 ± 0.2</td>
<td>-18</td>
</tr>
<tr>
<td>70</td>
<td>105</td>
<td>14.2</td>
<td>0.46 ± 0.02</td>
<td>3.2 ± 0.1</td>
<td>-16</td>
</tr>
</tbody>
</table>
4.2. Model dependence on QCD parameters

Several parameters of the QCD calculations (αs and structure functions, Q2-scale, pT of the SUSY pair) have been varied in order to estimate the influence of their systematic uncertainties on the expected cross sections. The effects of these variations are also listed in table 1 in the form of ranges spanning the observed relative changes of the accepted cross section with respect to the initial simulation.

The simulations have been repeated with a large variety of αs values and different structure function parametrizations in order to evaluate the cross section uncertainty due to the limited knowledge of the incoming parton fluxes. The different sets of parametrizations proposed by refs. [14,19–21] give results within a range of about ±20% with respect to the initial cross section computation. These uncertainties also include variations in the QCD parameter A which has been set to values between 100 and 400 MeV consistently with the ones needed in the parametrizations of refs. [14,19–21].

The initial generation assumed Q2 = √s which is the largest possible Q2-scale in the process, where √s is the SUSY pair centre-of-mass energy. Other Q2 choices therefore increase the expected cross sections. The lowest Q2-scale considered in table 1 corresponds to the choice of ref. [15].

The pT of the generated SUSY particle pair has been generated according to the relatively soft distribution computed by ref. [16] for W production (mean pT ~ 10 GeV). Two other models have been used to investigate further the importance of this assumption. SUSY particle pairs were generated on one hand with a harder pT distribution derived from the measured distribution for UA2 two-jet data with similar √s values (mean pT ~ 20 GeV). On the other hand the extreme case of zero pT for the SUSY particle pair system was also considered. As expected, harder pT spectra would in general increase the observable cross sections given the kinematical selections applied in the present analysis.

4.3. Model dependence on the instrumental simulation

The results of the simulation depend also on the modelling of the detector response to the final state q and g in the environment of pp collisions. The following effects have been investigated (see table 1): fragmentation model and jet energy scale, calorimeter response simulation, and influence of the underlying event (contribution from the partons which are not part of the hard scattering process producing the SUSY particle pair).

The uncertainties of the fragmentation scheme and of the calorimeter response simulation are correlated. Of particular importance is the response to low energy fragments due to the non-linearities inherent in hadron calorimetry at energies E < 2 GeV [10]. The error estimate (table 1) has been obtained by simultaneously varying the parameters of the adopted fragmentation scheme [18] within limits compatible with jet fragmentation data from e+e− and pp collider experiments, by varying the calorimeter response model, and by allowing the absolute energy calibration to change by ±2% [10].

Finally, the contribution of the underlying event has been investigated by superimposing a variable number of real, unbiased pp events onto the Monte Carlo events. The initial simulation was made with no underlying event. Adding the energies of up to 3 unbiased pp events did not affect significantly the observed cross sections due to the selective kinematical criteria. The effect enhances slightly the observable cross sections but has been conservatively neglected in the present analysis.

5. Results and conclusions

At this stage the experimental data can be confronted with the SUSY Monte Carlo expectation. The cross section limit of 0.35 pb (90% CL) for multi-jet events with large pT as defined by the kinematical and topological configurations described in section 3 is used to exclude a region in the (mq, ml) plane for which a significant SUSY signal would be expected from the Monte Carlo model for the present data sample.

The systematic uncertainties discussed in the previous section are taken into account by lowering the expected observable cross sections from the model. The different uncertainties have been combined by a Monte Carlo method which computes a combined probability distribution assuming that all error con-
tributions are independent, and that each value be distributed with equal probability over the given error interval. The combined systematic error used for the 90% CL calculations is then defined by the value for which the above integrated probability distribution reaches 10%. The combined systematic errors applied for the three representative \((m_{\tilde{q}}, m_{\tilde{g}})\) points are also listed in table 1.

The expected observable cross sections, lowered by the combined systematic errors, are shown in fig. 4 for the cases of nearly equal \(\tilde{q}\) and \(\tilde{g}\) masses as well as for large \(\tilde{q}\) and large \(\tilde{g}\) masses. The 90% CL lower mass limits can be deduced from fig. 4 directly from the intersection with the experimental cross section limit. The excluded (90% CL) region in the \((m_{\tilde{q}}, m_{\tilde{g}})\) plane is displayed in fig. 5. Adding the systematic uncertainties in quadrature instead of using the above Monte Carlo procedure would decrease the mass limits by about 3 GeV. Masses below about 50 GeV are not excluded by the present analysis \(\varepsilon < 0.1\%\).

The mass limits depend on the assumptions on \(m_{\tilde{q}}\) and the BR for \(\tilde{g}\) and \(\tilde{g}\) decays in the SUSY model. The dependence on \(m_{\tilde{q}}\) has been investigated with Monte Carlo studies. The results of figs. 4, 5 have been found to be insensitive to \(m_{\tilde{q}}\) for \(m_{\tilde{q}} < 20\) GeV. At large \(m_{\tilde{q}}\) a loss of observable cross section is caused by the softer \(p_{T}\) distributions compared to \(m_{\tilde{q}} = 0\). This loss is typically 10% for \(m_{\tilde{q}} = 30\) GeV. However for such a heavy \(\tilde{g}\) more complex SUSY models [2] (see ref. [22] for a selected sample of references) would have to be considered. Models with an unstable \(\tilde{g}\), \(\tilde{g} \rightarrow \tilde{g} \tilde{\chi}\) with \(\tilde{\chi}\) being the LSP [22], are not considered in the present analysis. In this case the \(p_{T}\) spectra are expected to be softer, resulting in lower mass limits. An analysis with less restrictive kinematical criteria which included the additional signature of two photons has been reported previously by UA2 [5].

It has been pointed out [2,22] that heavy \(\tilde{q}\) and \(\tilde{g}\) may not only decay directly to the LSP as assumed in the SUSY model of section 4.1 but also by cascade decays via charginos and neutralinos. In this case the \(p_{T}\) carried by the LSP is again smaller than for the direct decays. As a consequence lower mass limits would be obtained ignoring conservatively any contributions to the observable cross section from the
cascade decays. This degradation has been studied in ref. [2] for various model parameters. The observable cross section curves as a function of the SUSY particle masses given in fig. 4 can be used to estimate the effects on the mass limits in case of reduced BR for the direct decays. Modified limits can be obtained by rescaling the curves by the corresponding BR value.

The previous ̃q and ̃g mass limits at 90% CL from UA1 [6] at $\sqrt{s}=630$ GeV and from CDF [7] at $\sqrt{s}=1.8$ TeV are also indicated in fig. 5. The present results improve and complement these measurements by excluding new regions in the $(m_{\tilde{q}}, m_{\tilde{g}})$ plane. The results of ref. [7] have been obtained with a small data sample only. As the ̃q and ̃g production cross sections increase strongly with $\sqrt{s}$, it is expected that higher bounds on the ̃q and ̃g masses will be reached for data samples comparable to the present experiment.

In conclusion a search for multi-jet events with large $p_T$ has resulted in no event with $p_T>40$ GeV for kinematical and topological configurations which would retain a significant sample of SUSY events with ̃q and ̃g masses above the previous lower limits. Under the assumption of a minimal SUSY model with $m_\tilde{g}<20$ GeV and no cascade decays [2] of the ̃q and ̃g to the $\tilde{\gamma}$ (LSP), the following 90% CL lower mass limits are obtained: $m_{\tilde{q}}>74$ GeV independent of $m_{\tilde{g}}$, $m_{\tilde{g}}>79$ GeV independent of $m_{\tilde{q}}$, and $m>106$ GeV for $m_{\tilde{q}}=m_{\tilde{g}}=m$. Masses below about 50 GeV are not excluded by this analysis.
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