Study of electron pair production below the Z mass at the CERN pp collider
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Results on the cross section for the production of electron pairs in pp collisions at √s = 630 GeV are presented. The measured value is σ = 405 ± 51 (syst.) ± 84 (syst.) pb, in the invariant mass interval 10 < m < 70 GeV. The results are compared to recent theoretical calculations which include O(α_s^2) QCD contributions. The comparison of these data with those of lower energy experiments show approximate scaling as a function of the variable √τ = m/√s.

1. Introduction

The study of the Drell–Yan lepton pair production continuum continues to be a subject of lasting interest in hadron–hadron collisions as a function of increasing √s [1–6]. For electron pairs lighter than the Z boson, the production cross section is very small, and the main experimental difficulty is to reject the large background from hadronic jets that fake the electron signature and from the production and subsequent semi-leptonic decay of heavy flavour pairs, in particular b̅b̅.

This paper reports on the measurement of the electron pair production cross section, for masses below the Z peak, based on an event sample corresponding to an integrated luminosity of 7.1 pb⁻¹ at √s = 630 GeV, collected by the UA2 detector during the 1988–1989 data taking period. The results are compared with theoretical calculations which include O(α_s^2) QCD contributions, and the scaling properties are studied as a function of √τ = m/√s, where m is the invariant mass of the lepton pair.

2. The UA2 apparatus

A detailed description of the upgraded UA2 detector can be found in ref. [7]. In the following only the main features relevant to this analysis are summarised.

The central calorimeter [8] covers the pseudo-rapidity region −1 < η < 1 over the full azimuth. Each of the 240 cells is longitudinally segmented into an electromagnetic and two hadronic compartments. In order to increase the radial space available for the central detector, the thickness of the edge cell electromagnetic compartments was reduced, thus degrading their performance. These edge cells cover the polar angles 40° < θ < 50° and 130° < θ < 140°. The endcap calorimeters, covering the pseudorapidity region 1 < |η| < 3, consist of a total of 384 cells, segmented longitudinally into an electromagnetic and a hadronic compartment.

The response of the calorimeters to muons, pions and electrons has been extensively studied in test beams. These studies have been used to calibrate the energy scale and to provide an accurate parametrisation of the response to electrons as a function of the incident particle direction and impact point on the surface of the calorimeter cells, which was required for the precise determination of the W and Z masses [9]. Although the above study was performed employing electrons of 40 GeV incident energy, additional data were also taken with electrons of 10 and 20 GeV which are more relevant to the present analysis. The energy resolution for electromagnetic showers is typically σ_{E}~ 16% √E (E in GeV).

The central detector consists of the following elements:
- Two arrays of silicon pad detectors (SI), at radii of 3.5 cm and 14.5 cm. These are used for tracking and ionization measurements [10].
- A cylindrical drift chamber (JVD), located between the two silicon arrays and used for track reconstruction [11].
- Two transition radiation detectors, each consisting
of a radiator and an X-ray detector, located outside the silicon arrays. They can be used to improve the electron identification [12].

- A scintillating fibre detector (SFD), consisting of fibres arranged in 18 layers followed by a 1.5 radiation length thick lead converter and a further 6 layers which are used to localize electromagnetic showers initiated in the converter ("preshower" detector) [13]. The SFD is the outer component of the central detector.

In the forward region, in front of the endcap calorimeters, there is a tracking detector [14], consisting of proportional tubes and including a 2 radiation length thick converter, which provides both tracking and preshower information.

For the analysis presented here the data were obtained from the electron pair trigger [15], where at least two electromagnetic clusters in the central calorimeter were required to have transverse energies \(E_T\) above 5.5 GeV and an azimuthal separation of at least 60°.

The luminosity was measured by means of a telescope of scintillator counters at small angles with respect to the beams. The algorithm used to calculate the integrated luminosity took into account the effects of multiple interactions in the same bunch crossing, and the acceptance of this system was measured using minimum bias data [7]. The computed total luminosity accumulated for the combined 1988 and 1989 data taking periods was 7.4 pb\(^{-1}\). After removing the data where not all of the detectors required for the present analysis were operational, the useful luminosity was 7.1 \(\pm\) 0.4 pb\(^{-1}\), where the error arises from the uncertainty on the acceptance of the telescopes (2.3%) [7], and a 4.7% contribution from the uncertainty on the pp total cross section [16].

3. Electron selection criteria and efficiencies

In the present study, only electron candidates in the central calorimeter are considered. For the final event sample, the criteria used to select an electron candidate require an electromagnetic cluster (CAL cut) to be associated with a reconstructed track (TRK cut) and a preshower signal (PS cut). In addition, the lateral and longitudinal profiles of the shower were required to be consistent with those expected for a single isolated electron incident along the track direction as determined from test beam data. From the observed and expected quantities and their estimated errors, a \(x^2\) test for the electron hypothesis was defined (\(P(x^2)\) cut).

The directions of the charged particle tracks and the position of the event vertex along the beam axis were reconstructed using the SFD in conjunction with the Si and JVD detectors. The reconstructed event vertex was required to lie within 250 mm of the detector center. The corresponding efficiency was measured to be \(e_V = (94.3 \pm 0.5)\%\).

The tracking and preshower sections of the SFD were used to match the trajectories of candidate central electron tracks with the position of electromagnetic showers with a resolution of \(\sigma_{r_0} = 0.4\) mm in the \(r-\phi\) plane (perpendicular to the beam axis) and \(\sigma_z = 1.1\) mm along the beam direction, measured using a sample of electrons from \(W \rightarrow e\nu\) decays. The quality of the track-preshower match was defined by the variable \(d_g^2 = (\Delta r_0/\sigma_{r_0})^2 + (\Delta z/\sigma_z)^2\), where \(\Delta r_0\) and \(\Delta z\) are the measured displacements between the track and preshower positions. The accidental association of showers induced by photons with charged tracks gives, in general, large values of \(d_g^2\). Electron candidates were required to have \(d_g^2 < 25\).

The efficiency of the CAL cut was determined from test beam data, whereas the efficiencies of the other cuts were measured from the data themselves. The method employed for the latter starts from the sample of 165,571 electromagnetic cluster pairs (referred to as EM hereafter), to which the electron selection cuts are applied. The events are classified in three categories depending on whether none, one or both clusters satisfy the electron selection criteria respectively. In an analogous procedure to ref. [17], a set of equations can be established, that relate the observed number of events to the contributions:

\[
N_{ij} = (2e_i e_j - e_i^2)S + \left(\frac{2}{R_i R_j} - \frac{1}{R_i^2}\right)B,
\]

where \(N_{ij}\) is the number of events which satisfy the selection \(i\) and \(j\) (where \(j\) includes \(i\)), \(S\) is the number of signal events (genuine electron pairs) and \(B\) is the number of background events (predominantly from hadronic jets that fake the electron signature), \(e_i\) is the efficiency for electrons and \(R\) the rejection against...
hadrons for the selection $i$. These equations are solved numerically in order to obtain an estimate of the efficiencies.

The combined efficiency of the above cuts is measured to be

$$e_c = e_{\text{CAL}} e_{\text{TRK}} e_{\rho S} e_{\rho S(\rho S)} = (56.1 \pm 3.6)\%,$$

for the non-edge cells, and

$$e_c = (46.2 \pm 5.0)\%,$$

for the edge cells of the central calorimeter.

These efficiencies are slightly lower, as expected, than the values obtained from a sample of $W \rightarrow e\nu$ decays [7], where the average energy of the electron is 40 GeV.

4. Drell–Yan signal and background estimation

Applying the electron selection criteria described in section 3 to both EM clusters in the event yields a sample of 124 electron pair candidates in the mass interval $10 < m < 70$ GeV. The mass spectrum for these events is shown in fig. 1. In addition, fig. 1 also contains 70 events with a mass larger than 70 GeV. These are identified as $Z \rightarrow e^+e^-$ decays, where the observed number of events is consistent with the published UA2 value of the $Z$ production cross section [7].

4.1. Evaluation of the background

The two principal contributions to the event sample are the genuine electron pairs from the Drell–Yan process, $pp \rightarrow \gamma^*/Z \rightarrow e^+e^- + X$, and fake electrons from QCD processes (where hadronic jets fake the electron signature). This “QCD background” can be estimated using the data themselves. This is achieved by a procedure analogous to that used to determine the efficiencies (section 3), yielding $27.4 \pm 2.8$ events, where the error includes the systematic uncertainties due to the procedure used for the estimate.

The PYTHIA Monte Carlo programme [18] was used to estimate the background in the event sample arising from $b\bar{b}$ production with the subsequent semielectronic decay of the $b$ quark. The $b\bar{b}$ events are generated according to the subprocesses $qq \rightarrow b\bar{b}$ and $gg \rightarrow b\bar{b}$. The electrons produced in the decay $b \rightarrow ce\nu$ are, in general, not isolated, leading to a significantly lower efficiency for the electron selection criteria. This was studied by Monte Carlo simulations, using a similar procedure to that described in the context of the search for top quark production in UA2 [19]. The Monte Carlo calculation included a full simulation of the calorimeter response. In order to normalize the Monte Carlo events to the integrated luminosity, the theoretical value of the $b\bar{b}$ production cross section (including the appropriate kinematical cuts) $\sigma(pp \rightarrow b\bar{b} + X) = 4.0^{+3.3}_{-2.0}$ mb [20] is used. The number of background events thus obtained is $7.4 \pm 3.7$, where the dominant error is the ~50% uncertainty in the $b\bar{b}$ production cross section.

Finally, the background contribution to the electron pair sample from the process $qq \rightarrow \gamma^*/Z \rightarrow \tau^+\tau^-$, followed by $\tau \rightarrow e\nu\nu$, is estimated to be ~0.5 events.

4.2. The Drell–Yan cross section

The PYTHIA Monte Carlo programme [18] was used in order to calculate the detector acceptance, which is required to compute the cross section. The events are generated according to the subprocess $qq \rightarrow \gamma^*/Z^0 \rightarrow e^+e^-$, which includes $O(\alpha_s)$ contributions, with the structure functions of ref. [21]. The
simulation programme takes into account the geometrical acceptance of the detector and the effect of the trigger threshold, as well as the electron energy resolution. The acceptance as a function of the electron pair mass is shown in fig. 2. The uncertainty on the acceptance is dominated by the choice of the structure function sets.

The measured cross section is determined from the relation

$$\sigma = \frac{N - B}{eA\mathcal{L}}$$

where $N$ is the observed number of events, $B$ is the sum of all background processes, $A$ is the overall electron detection efficiency, and $\mathcal{L}$ is the integrated luminosity. The cross section calculated from the events with both electrons in the non-edge cells, and the events with one electron in the edge cell and the other in the non-edge cell of the central calorimeter is

$$\sigma = 405 \pm 51 \text{ (stat.)} \pm 84 \text{ (syst.)} \text{ pb}$$

in the mass interval $10 < m < 70$ GeV. The systematic error reflects the uncertainties in the quantities used to calculate the cross section (i.e. acceptance, luminosity and the various efficiencies), as well as the systematic uncertainties on the QCD and $b\bar{b}$ backgrounds. These results are in agreement, within errors, with previous measurements at the CERN $p\bar{p}$ collider [5,6]. The differential cross section $(d\sigma/dm)$ for four mass intervals is shown in fig. 3.

Until recently, the cross section for lepton pair production had been calculated up to order $\alpha_s$. Presently, calculations exist that go beyond $O(\alpha_s)$ and compute the dominant second order corrections to the lepton pair production [22], with the $\gamma^*/Z$ interference term of the propagator. A complete calculation has been used in the context of the W and Z production cross section, and a detailed discussion can be found in ref. [7]. The main uncertainties in the theoretical calculation arise from the parton distribution functions, and the evolution of $\alpha_s$ with $Q^2$, where the $Q^2$ scale is taken to be the invariant mass of the lepton pair. It is important to note that the variations obtained in the calculation, e.g. for a lepton pair effective mass of 30 GeV, are $\sim 15\%$, depending on the values of the parameters, which illustrates the size of the theoretical uncertainties. The results of the calculation as a function of the lepton pair mass are shown in fig. 3. Despite the overall good agreement with the data, the present statistical and systematic errors cannot be used for a quantitative

![Fig. 2. The detector acceptance for Drell–Yan electron pairs as a function of the mass (m).](image)

![Fig. 3. The differential cross section (d\sigma/dm) as a function of the mass (m). The results of the theoretical prediction are shown for the Born term (dotted line), $O(\alpha_s)$ (dashed line) and $O(\alpha_s^2)$ (solid line). The error bars represent the statistical uncertainty (solid line) and the systematic uncertainty (dashed line) on the experimental points.](image)
Fig. 4. A comparison of the scaled Drell–Yan lepton pair production cross section \( (m^3d^2\sigma/dm dy) \) at \( y=0 \) as a function of the scaling variable \( \sqrt{\tau} = m/\sqrt{s} \).

conclusion regarding the agreement with higher order \( \alpha_s \) calculations.

Fig. 4 shows a comparison of the scaled differential cross section, \( m^3d^2\sigma/dm dy \) at \( y=0 \), where \( y \) is the rapidity of the electron pair, with previous measurements performed at lower energies [1–4], versus the scaling variable \( \sqrt{\tau} = m/\sqrt{s} \). The results are consistent with scaling albeit with large errors.

5. Conclusions

A measurement of the Drell–Yan electron pair production cross section from a sample of events obtained with the UA2 detector at the CERN pp Collider at \( \sqrt{s} = 630 \) GeV, yields \( \sigma = 405 \pm 51 \) (stat.) \( \pm 84 \) (syst.) pb in the mass interval \( 10 < m < 70 \) GeV.

The results are consistent with recent theoretical calculations including \( O(\alpha_s^2) \) contributions. Approximate scaling in the variable \( \sqrt{\tau} = m/\sqrt{s} \) is observed when comparing these results with previous measurements.
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